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Abstract-Segmentation of the images is often required as a 
preliminary and indispensable stage in the computer aided medical 
image process particularly during the clinical analysis of magnetic 
resonance (MR) brain image. K-means, Fuzzy c-means (FCM) 
clustering algorithm has been  used in medical  image segmentations, 
but the disadvantage  of the k-means algorithm is weak pixel 
assignment could occur if the pixel with the equal minimum Euclidean 
distance to two or more adjacent cluster and it may be assigned to the 
higher variance cluster leading to dead center problems .To overcome 
that problem, the soft membership based called the Fuzzy c-
means(FCM) clustering algorithm is proposed .Fuzzy clustering using 
fuzzy c-means (FCM) algorithm proved to be superior over the other 
clustering approaches in terms of segmentation efficiency. But the 
disadvantage of the FCM algorithm is the large computational 
required for convergence and it is sensitive to noise because if not 
taking into account the spatial information. To overcome the above 
problem a modified FCM algorithm, for MRI brain image 
segmentation is presented in this paper. A comparative feature vector 
space is used for the segmentation technique. Comparative analysis in 
terms if segmentation efficiency and convergence rate is performed 
between the conventational FCM and the modified FCM. 
Experimental results show prior results for the modified FCM 
algorithm in terms of the performance measure. 

Index terms-Clustering, MR brain tumor, k-means, Fuzzy C-means, 
modified FCM, image segmentation. 

1. INTRODUCTION:
Segmentation of image plays a vital role in the field of 
biomedical applications. The technique of segmentation is 
widely used by the radiologists to segment the input 
medical image into meaningful regions. The various 
applications of this technique is to detect the tumor region 
by segmenting the abnormal MR input image. The size of 
the tumor region can be tracked using these techniques 
which aid the radiologists in treatment planning [1] the use 
of data compression technique without primitive techniques 
are based on manual segmentation which a time is 
consuming process besides being susceptible to human 
errors. Several automated techniques have been developed 
which removes the disadvantages of manual segmentation. 
Clustering is the one of the used image segmentation 
techniques. Which divide the patterns in such a way that 
samples of the equal group are more similar to one another 
than samples belonging to various groups [2]. There has 
been considerable interest recently in the use of fuzzy 
clustering methods, which gives more information from the 
methods, which retain more information from the original 
image than hard clustering methods. Fuzzy C-means 
algorithm is preferred because of additional flexibility 
which allows pixels to belong to multiple classes with 
varying degrees of membership. But the major operational 
complaint is that the FCM technique consumes more time 

[3]. Several changes have been done on the present network 
to improve the performance. 
Fuzzy c-means (FCM) clustering algorithm, an 
unsupervised clustering technique, has been successfully 
used for segmentation of image [18, 19]. Compared with 
hard c-means algorithm [20], FCM can preserve large 
information from the original image. The pixels on an 
image are highly correlated, i.e. the pixels in the immediate 
neighborhood possess nearly the equal feature data. 
Therefore, the spatial relationship of neighboring pixels is 
an important characteristic that can be of great aid in 
segmentation of images. However, the basic FCM does not 
take into account spatial information; this makes it very 
sensitive to noise. 
In this work, the FCM algorithm is implemented using the 
data compression technique without including the weight 
factor in the cluster center updation criterion which further 
speeds up the process besides yielding considerable 
segmentation efficiency. The modified FCM algorithm is 
used for clustering abnormal MR brain images from four 
classes namely metastase, meningioma, glioma and 
astrocytoma. Textural features like correlation, contrast and 
entropy are extracted from the images and used for the 
clustering algorithm. The segmented outputs are analyzed 
based on the segmentation efficiency and convergence rate 
.A comparative analysis is performed with the conventional 
FCM algorithm to show the superior nature in terms of 
convergence rate. Experimental results show promising 
results for the modified FCM algorithm. 

2. PROPOSED METHODOLOGY:
The technique for MR brain tumor image segmentation is 
shown in Fig 1. 

Fig 1: Proposed methodology 
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The proposed methodology consists of the following 
stages, viz. MR image database, and feature extraction, 
FCM based segmentation and modified FCM based 
segmentation. 
 
2.1 MR image database 
A set of MR brain tumor images comprising of the four 
tumor types likely meningioma, astrocytoma, glioma and 
metastase are collected from radiologists. The images used 
are 256*256 gray level images with intensity value ranges 
from (0 to 255). Initially, these MRI images are normalized 
to gray level values from (0 to 1) and the features are 
extracted from the normalized images. Since normalization 
reduces the dynamic range of the intensity values, feature 
extraction is made much simpler. Some samples of the MRI 
database have been displayed in Fig 2. 

 
Fig 2: Sample data set: 

 (a) Metastase (b) Glioma (c) Astrocytoma (d) Meningioma 
 
2.2 Feature extraction 
The purpose of feature extraction is to reduce the original 
data set by measuring certain properties, or features, that 
differentiate one input pattern from another pattern [8]. The 
extracted feature should provide the characteristics of the 
input type to the classifier by considering the description of 
the relevant properties of the image into a feature space. 
Three textural features namely contrast correlation and 
entropy based on the gray level co-occurrence matrices 
(GLCM) have been used in this work. 
Spatial gray level co-occurrence estimates image properties 
related to second-order statistics. Haarlick [9] suggested the 
use of gray level co-occurrence matrices (GLCM) which 
have become one of the most well-known used texture 
features. GLCM {P (d, ¢) (i, j)} represents the probability of 
occurrence of a pair of gray-levels (i, j) separated by a 
given distance d at angle 0. The commonly used unit pixel 
distances and the angles are 00, 45°, 90° and 135°.A 
detailed algorithm of calculation of GLCM {P (d, Ø) (i, j)} 
has been given in [10]. The features are calculated using 
the formulae given below. 
Contrast: 

 
 

Correlation: 

 
Entropy: 

 
Each set of features are individually normalized to the 
range of 0 to 255. The features used in this paper are 
selected based on the previous works [9,11]. These features 
work well especially for MRI brain tumor images. 
 
2.3 Limitations of conventional clustering algorithms 
In clustering area, one of the widely used algorithm in 
computer vision as a form of image segmentation is K-
means clustering algorithm. K-means (KM) algorithm is 
numerical, unsupervised, non-deterministic and iterative 
conventional method which is similar for small 
implementation. However, the K-mean clustering algorithm 
has many drawbacks which are as follows: 

1. The number of clusters K must be determined 
before the algorithm is executed and it is more 
time taking process. 

2. The algorithm is sensitive to initialconditions. 
Unfortunately without proper initialization 
process, in some cases, the cluster centers are 
trapped at local minima, leading to them to lose 
the chance to be updated in the next iteration. 

3. Weak pixel assignment could occur if the pixel 
with the equal minimum Euclidean distance to two 
or more adjacent clusters. And it may be assigned 
to the higher variance cluster leading to dead 
center problems. 

 To overcome the aforementioned problems, the soft 
membership based called the Fuzzy C-Means (FCM) 
clustering algorithm is proposed. The FCM algorithm 
is an iterative unsupervised clustering algorithm. In 
fuzzy C-means each pixel has simultaneously belong 
to degree of means each pixel has simultaneously 
belong to a degree of clusters rather than completely 
belongs to one cluster called membership and 
distributes membership values in normalized fashion. 
The fuzzy C-means clustering algorithm has some of 
the weaknesses which are as follows: 
1. It becomes sensitive to outliers and could not 
homogenously divides the images 
2. However, it may also converge to local optimum 
location 
3. Fuzzy C-means algorithm is not suitable for the 
images corrupted by impulse noise such as salt and 
pepper noise. 

To overcome the aforementioned problems, the fitness 
concept has been introduced in the modified FCM 
algorithm. The modified FCM algorithm has the capability 
to overcome the three basic problems algorithm which 
minimizes dead centers and center redundancy problem as 
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well as directly reducing the effect of trapped center at 
local minima problems so far.  

 
2.4 Convetional FCM Technique 

Fuzzy C-means (FCM) is a method of clustering which 
allows one pixel to belong to two or more clusters [12]. The 
FCM algorithm tries to divides a finite collection of pixels 
into a collection of "C" fuzzy clusters with respect to some 
given criterion. Depending on the data and the application, 
various types of similarity measures may be used to 
identify classes. Some examples of values that can be used 
as similarity measures include distance, connectivity, and 
intensity. In this work, the images are segmented into four 
clusters likely white matter, grey matter, CSF and the 
abnormal tumor region based on the feature values. 
Fuzzy c-means algorithm is based on reduction of the 
following objective function: 

 
uij is between 0 and 1 
ci is the centroid of cluster I; 
dij is the Euclidean distance between ith centoid(ci) and jth 
data point. 
m € [1,∞] is a weighting exponent. 
 
Fuzzy partitioning of the known data sample is carried out 
through an iterative optimization of the objective function 
shown in Eqn (4), with the update of membership Uij and 
the cluster centers Ci by: 

 
2.4.1 Algorithm 
The entire algorithm can be summarized as follows: 
Step 1: 
Initialize the membership matrix, U=[uij]. 
Step 2: 
At kth number of iteration: 
Calculate the center vectors ci with uij 

 
Step 3:  
Update the membership matrix U for the kth step and (k+1)th 
step 

 
Step 4: 
If ||U(k+1)-U(k)||<€ the n STOP; otherwise return to step 2 
Thus the FCM algorithm derives the clustered image based 
on the number of clusters used. The tumor portion of the 
input image is grouped into one particular cluster which 
can be easily extracted. But the disadvantage of this 
algorithm is a process which is very slow to achieve the 

stabilization condition. A modified FCM algorithm which 
speeds up the process of training is highly essential for real 
time applications. 
2.5 Modified FCM Technique 
Clustering can also be thought of as a form of data 
compression, where a huge number of samples are 
converted into a less number of representative prototypes or 
clusters [13]. High dimensional feature space based image 
segmentation is time intensive than in one dimensional 
feature spaces. The modified FCM algorithm is based on 
the idea of data compression where the dimensionality of 
the input is heavily decreased. The data compression 
involves two steps: quantization and aggregation. 
The quantization of the feature space is performed by 
masking the lower ‘m’ bits of the feature value. The 
quantized output will result in the common intensity values 
for more than one feature vector. In the process of 
aggregation, feature vectors which share common intensity 
values are grouped together. A representative feature vector 
is chosen from each group and they are given as input for 
the conventional FCM algorithm. Once the clustering is 
complete, the representative feature vector membership 
values are distributed identically to all members of the 
quantization level. Since the modified FCM algorithm uses 
a decreased dataset, the convergence rate is hugely 
developed when compared with the conventional FCM. A 
sample operation for the quantization and aggregation 
techniques with m=2 is given in Table 1 and Table 2. 

 
     In the above table, A, B and C represents the features 
contrast, correlation and entropy respectively. For a 
256*256 image, there are 65,536 feature vectors. For 
simplicity, the operation is shown in the above table with 
four feature vectors. Each vector consists of three feature 
values. Initially the binary equivalent is found out and the 
bit mask (11111100) is used to quantize the data. The last 
column represents the quantized data where some feature 
vectors share common values which aid in data reduction 
Table 2 illustrates the aggregation process. 
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In the aggregation process, the feature vectors sharing the 
same values are clustered together and their mean value is 
calculated. These mean values form a new feature vector 
which is the representative for the group. Similarly, 
representatives are taken from each group which forms a 
new dataset Y. This reduced dataset Y is used instead of the 
original dataset X in the conventional FCM algorithm. 
Once the clustering is complete, the representative feature 
vector membership values are distributed identically to all 
members of the quantization level. Since the dimensionality 
of the input dataset is reduced, the convergence rate is 
developed in the modified FCM algorithm. 
2.5.1 Algorithm 
The modified FCM algorithm uses the same steps of the 
conventional FCM except for the change in the cluster 
updation and membership value updation criterions. The 
modified criterions are shown in Eqn (8). 

 
 

3. IMPLEMENTATION 
Experiments are conducted on real time MR images 
collected from scan centers. The dataset used in this work 
is shown in Table 3 
 
Table 3.Dataset for Image segmentation 

 
 
Three textural features likely contrast, correlation and 
entropy are calculated for each image in the dataset. These 
features form the input vector for the segmentation process. 
The image is divided into four clusters which represent 
gray matter, white matter, cerebrospinal fluid and the 
abnormal tumor region. The tolerance value used in this 
work is 0.01. In the modified FCM algorithm, 8 bit 
representation is used for each feature value. The bit mask 
used for quantization is [11111100] with m=2. The two 
lower order bits are changed for each feature value. In the 
FCM aggregation technique, the mean value is used as the 
algorithm representative for a group sharing the same 
feature values. An extensive qualitative and quantitative 
analysis is performed on the experimental results. The 
experiments are carried out on an IBM PC Pentium with 
processor speed 700 MHz and 256 MB RAM. The software 
used for the implementation is MATLAB (version 7.0) 
[14], developed by Math works Laboratory. 
 
 
 

4. RESULTS AND DECLARATION 
In this work, the performance measures used to analyze the 
segmentation techniques are segmentation efficiency and 
the convergence rate. Segmentation efficiency is the ratio 
of the true positives to the number of ground truth tumor 
pixels. 
 

 
 
Convergence rate is the time required for of the system to 
reach the condition of stabilization. a comparative analysis 
is performed on the techniques based on the performance 
measures. Initially, qualitative analysis is performed on the 
output of the segmentation techniques. Qualitative 
inspection on the clustered outputs gives the same 
segmentation efficiency for both the techniques. A sample 
of the clustered output is shown in Fig 3. 
 

 
Fig 3.Segmented output of a MR image 

 
Fig 3(a) shows the input MR brain image and Fig 3(b) 
shows the clustered output. The presence of abnormal 
tumor region in one of the clusters is evident from Fig 3(b). 
Fig 3(c) depicts the ground truth image which closely 
resembles the clustered tumor region. A quantitative 
analysis of the performance measures of the segmentation 
techniques are shown in Table 4. 
 
 
 
 
Table 4. Performance measures of k-means, FCM and 
Modified FCM techniques 
 

Segmentation 
Technique 

Average 
Segmentation 
efficiency (%) 

Average 
Convergence 

rate(CPU secs) 
K-means 88.22 2020 
Conventional 
FCM algorithm 

92.55 1652 

Modified FCM 
algorithm 

92.45 20 

 
Table 4 outlines the segmentation efficiency for both the 
techniques which does not gives any significant 
development in the modified FCM with processor speed 
700 MHz and 256 MB RAM. Algorithm. Table 4 also gives 
the prior nature of the modified FCM technique over the 
conventional FCM algorithm in terms of convergence rate. 
Since the partitioned dataset is used in the modified FCM 
algorithm, significant development is derived over the 
conventional algorithm. 

Shaik Salma Begum et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 6 (2) , 2015, 1248-1252

www.ijcsit.com 1251



A best compression can be derived if more than two bits 
are modified in the bit mask which would further develop 
the convergence rate. Even though High dimensional 
feature space accounts for high efficiency; it significantly 
decreases the compression ratio which reduces the process 
of training. Fig 4 illustrates the bar chart representation of 
the performance measures 
 

 
 

 
From the bar chart representations, it is evident that 
modified FCM algorithm is efficient when compared with 
the conventional algorithm. The modified FCM algorithm 
derives prior convergence rate besides derives nominal 
segmentation efficiency. 
 

5 CONCLUSION AND FUTURE WORK 
Average speed-ups of as much as 80 times a traditional 
implementation of FCM are derived using the modified 
FCM algorithm, while yielding segmentation efficiency 
that is similar to those produced by the conventional 
technique. Thus, the modified FCM algorithm is a quick 
alternative to the reduced traditional FCM technique. As a 
future work, the network performance can be analyzed with 
different bit mask and 'm' value along with different 
textural features. 
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